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公路整车运输中基于视图相似度的车货匹配研究

张建华，杨家和，曹子傲，刘金燕，王晓荷
（郑州大学  管理学院  郑州 450001）

摘要：为提高整车运输中的车辆装载率、提升车货匹配效率，基于 CBR（case based reasoning）系

统思维，提出了一种基于视图相似度的车货匹配方法。首先，通过知识表达系统表征货物和车辆信

息，基于车辆的车型属性和货物名称属性实现二者的初步分类和匹配；然后，对车辆数据集进行 K-

Means 聚类，并基于马氏距离计算并确定与待匹配货物最近的聚类，实现对视图匹配空间的横向压

缩；最后，融合改进传统视图计算方法，并利用欧氏距离计算待匹配货物与既定聚类内各车辆的视

图相似度。通过实验分析，证明所提方法使匹配结果有更大区分度，最大相似度达 0.848；显著提升

车货匹配装载率，匹配效率提高了 76.339%。
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Research on vehicle-cargo matching based on view similarity for 

road transportation
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Abstract: To improve vehicle utilization and maximize resource efficiency in road freight transportation, this 

paper proposes a vehicle-cargo matching method based on view similarity, following case-based reasoning (CBR) 

principles. First, vehicle and cargo information is formally represented using a knowledge description system, 

enabling initial classification and matching through vehicle CR attributes and cargo N attributes. Subsequently, 

K-means clustering is performed on the vehicle dataset, and Mahalanobis distance is used to determine the cluster 

most similar to the cargo to be matched, thereby reducing the search space. An enhanced view-similarity 

calculation method is then introduced, where Euclidean distance is used to measure similarity between the target 

cargo and vehicles within the selected cluster. Experimental results show that the proposed method yields higher 

discrimination in matching results, with a maximum similarity of 0.848. Moreover, vehicle loading rates are 

significantly improved, with matching efficiency increased by about 76%. This method offers an effective 
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approach for optimizing vehicle-cargo allocation in full-truck-load scenarios.
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公路货运是物流运输行业中的重要组成部分，同时也是连接国民经济各产业之间的纽带 [1]。整车运输作

为公路运输中常见的运输方式之一，具有灵活性强、易装车等优点；然而，货车空载率高、车辆资源浪费大成

为公路整车运输中亟需解决的问题。车辆与货物的精准匹配可充分利用车辆资源，实现公路运输系统的高

效运转。

车货匹配问题可视为双边匹配问题 [2]，货主和车主作为匹配主体，通过考虑二者的角色关系 [3]、匹配意

愿 [4]、匹配模型的综合成本 [5]、平台运营模式 [6]等角度提高车货匹配效率。此外，用户画像技术 [5]可有效刻画车

辆和货物的相关信息，挖掘用户的需求和偏好，实现车辆与货物的个性化匹配 [7]。通过融合 SaaS 技术和 Web 

GIS 技术 [8]、构建闲置车辆与运输顺序的匹配模型 [9]可有效解决公路物流运输中空载率高的问题。

上述研究成果从不同角度优化了车货匹配模型，但在提高车辆空间利用率方面仅考虑属性之间的一一

匹配，忽视了属性之间的关联性。基于案例推理（case based reasoning，CBR）作为机器学习领域的一种推理

技术，通过确定待解新问题与已解旧问题条件属性的重要程度，计算二者整体的视图相似度得到当前问题的

求解方案。CBR 系统现已应用于电站故障诊断 [10]、车辆交通规划 [11]、工程造价 [12]、应急预案 [13]等多个领域。一

些学者通过改进匹配算法 [14]、融合 RBR 技术 [15]、优化属性权重 [16]、构建自适应引擎 [17]等方法提升知识匹配

效率。

基于此，笔者提出一种融合 AHP（analytical hierarchy process）和 CRITIC 视图改进的相似度计算方法，提

升车货匹配效率、提高车辆资源利用率。基于 CBR 系统，研究将既定车辆信息表述为既有案例，既定货物信

息视为准案例，通过计算二者的视图相似度确定空间利用率最大的车辆，有效提高整车运输中单个车辆装载

率。首先，利用 K-Means 聚类实现对计算空间的横向压缩，通过计算待解问题与各聚类之间的马氏距离，确

定目标聚类、避免全遍历；其次，通过融合 AHP 和 CRITIC 赋权方法，基于欧式距离计算视图相似度，确定车

辆空间利用率最大的车辆，节约货运成本。

1　基于知识表达系统的车货匹配模型构建

1.1　知识表达系统及案例视图确定

基于 CBR 技术思维，本文将车辆信息视为案例知识，货物信息视为用户需求，通过四元组的方式对二者

进行知识表达，即 S=（U，C，M，f ）。其中：U 表示包含所有车辆和货物知识的非空有限集合；C 表示 U 中所具

有的属性集合；M 表示所有属性值的集合；f为信息函数，U×C→M，指定集合 U 中对应案例知识的属性值。

U 中的所有知识最终以 m×n 的矩阵形式表示，形成多维案例矩阵。其中，m 为案例个数，n 为案例属性

数。通过对属性值归一化处理，并采用融合 AHP 和 CRITIC 赋权方法计算各属性的权重。至此，车辆和货物

信息通过知识表达系统表示，二者的属性集合及融合权重构成最终的案例视图。

1.2　案例库的设计与构建

首先，对收集到的货物和车辆信息进行处理，保留有效属性；其次，通过映射到多维空间，得到初始数据

集，每类数据集依据不同分类标准由数据子集构成；最后，依据知识表达系统构建案例数据库。具体过程如

下：通过对影响车辆运力因素的调查分析，确定车辆数据集保留 4 种条件属性，分别为车辆类型（简称“车

型”）、车辆允许最大载货长度（简称“长限”）、车辆允许最大载货容限（简称“容限”）、车辆允许最大载货质量

（简称“质限”），用 CR，CL，CV，CW 表示，并以属性值 CR 的大小对车辆数据集进行初步分类，即相同车型的车

辆为一类。每一类车辆数据构成车辆数据集中的子集。记车辆数据集为 c，c={c0，c1，…，cn}，c i 的矩阵表达

如式（1）
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（1）

式中：车辆数据集的行列含义如表 1 所示。

在 CBR 系统中，待解问题（准案例）与案例库中的既有案例具有相同的属性约束。研究把既定车辆的完

备信息集表述为案例库中的既有案例，把既定货物（仅有条件属性集）的完备信息集视为准案例。据此，在构

建货物数据集时，只保留货物名称、货物长度、货物体积、货物质量 4 种条件属性，分别用 N，L，V，W 表示。且

货物数据集以 N 属性值的大小进行初步分类，则同种货物数据构成货物数据子集，即每类货物数据子集下的

货物具有相同的 N 属性。将货物数据集记作 G，G=[G1，G2，…，Gm]，G j 的矩阵表达形式如式（2）

G j =
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，j = 1，2，…，m，
（2）

货物数据集的行列含义如表 2 所示。

综上，构建的案例库中（构建流程如图 1 所示）包括货物数据集和车辆数据集 2 类，每类数据集中包括不

同的数据子集。数据库中的数据通过知识表达系统进行结构化表述后，车辆数据可视为案例知识，货物数据

则被视为待匹配的准案例，为后续视图相似度的计算提供可靠的运算环境。

1.3　车货匹配流程

案例库构建完成后，要分别对车辆数据集和货物数据集进行匹配前的预处理。首先，车辆数据集根据属

性 CR 进行分类，并在每一类车辆数据子集中进行聚类，保证在每类车型下，有相似长限、容限、质限的车辆为

一类，待匹配的货物数据只需要与距离最近聚类的车辆数据（知识）进行相似度计算即可；其次，由于不同车

型具有不同的结构和功能，其适合运输的货物类型也有差异，货物数据根据 N 属性初步分类之后，需要依据

表 1　车辆数据集行列含义

Table 1　　Row column meaning of vehicle data set

行

车辆序号

属性名称

1.车型

2.长限

3.容限

4.质限

列

符号表示

CR

CL

CV

CW

取值范围

0~n

具体值

具体值

具体值

表 2　货物数据集行列含义

Table 2　　Row row meaning of cargo data set

行

货物序号

属性名称

1.货物名称

2.货物长度

3.货物体积

4.货物质量

列

符号表示

N

L

V

W

取值范围

1~m

具体值

具体值

具体值
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车辆中车型属性 CR 与货物的 N 属性内的货物特征一一对应，实现车辆与货物相匹配；最后，基于既定货物数

据，以对应车辆数据集中各属性值的最大值为阈值，判断货物运输所需要的车辆数目。对车辆数据集和货物

数据集的具体处理流程如图 2 所示。

数据集进行上述步骤处理后，车辆数据子集和货物数据子集实现了一一对应，基于待匹配的货物数据在

对应的车辆数据子集中寻找最优匹配车辆。首先，货物数据子集下的每个待匹配货物准案例以其长度、体

图 2　数据集处理流程示意图

Fig. 2　　Schematic diagram of data set processing flow

图 1　案例库构建流程

Fig. 1　　Case base construction process
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积、质量的属性值为阈值，在对应的货物子集中筛选出符合运输条件的车辆；其次，计算待匹配货物与满足运

输条件的车辆数据的视图相似度。如此，视图相似度最大值对应的车辆即为运输该批货物的最优车辆，此时

的车辆装载率最大，资源利用率最高。其具体的匹配流程如图 3 所示。

2　基于视图相似度的车货匹配

2.1　基于 K-Means聚类和马氏距离的空间压缩

K-Means聚类的核心目标是将车辆数据子集划分成 k 类，待匹配的货物数据只需要与距离最近聚类的车

辆数据计算相似度，实现对匹配空间的横向压缩，避免全遍历，提高计算效率。K-Means 算法在最小化误差

函数的基础上将数据划分为预定的 k 类，采用距离作为相似性的评价指标，即认为 2 个对象的距离越近，其相

似度越大，划分为同一类的可能性越高。

将车辆数据子集划分为 k 类之后，利用马氏距离计算待匹配的货物数据与每类车辆数据子集的距离。

待匹配的货物数据用向量 X i={x i1，x i2，x i3}，i=0，1，…，n 表示，其中 x i1，x i2，x i3 分别表示长度、体积、质量 3 种属

性值的大小；车辆数据集用向量组{ Y 1，Y 2，…，Ym }表示，其中：Y j ={ y j1，y j2，y j3}，j = 1，2，…，m，y j1，y j2，y j3 分别代

表第 j 类车辆长限、容限、质限 3 个属性值的大小。首先根据式（3）计算出向量之间协方差，进而得到协方差

矩阵 Σ，如式（4）。

cov (Y 1，Y j) =
∑
u = 1

3

( )y1u − Ȳ 1 ( )y ju − Ȳ j

3
，j = 1，2…，m， （3）

图 3　车货匹配流程图

Fig.3　　Vehicle cargo matching flow chart
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。 （4）

货物数据与车辆数据子集之间的马氏距离计算如式（5）。

md (X i，Y i) = ( )X i − Y j

T

Σ − 1 ( )X i − Y j ，i = 0，1，…，n，j = 1，2，…，m。 （5）

2.2　融合 AHP和 CRITIC的案例视图改进

基于车辆数据集的既有案例与货物数据集的待解问题（待匹配的准案例）具有相同属性约束，笔者依据

两者共有的条件属性集（长度/长限、体积/容限、质量/质限）计算车辆与货物的视图相似度，并通过融合主观

赋权法 AHP 和客观赋权法 CRITIC 实现案例视图改进。

AHP 层次分析法是针对解决多目标复杂问题的定性与定量结合的决策分析方法。如图 4 所示，建立 3 层

评价指标体系。第 1 层为目标层，即完成车辆与货物匹配；第 2 层为准则层，评价对象的属性特性，描述评估

对象，包括车辆的长限、容限、质限 3 种属性；第 3 层为该类属性特征下不同车辆的选择方案。研究通过 AHP

分析方法对准则层中的 3 种属性求权。

采用 1~9 等差比例标度系统对判断矩阵进行标度，可得到判断矩阵 A。

A = a ij =
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ê ù
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， （6）

式中：a ij 表示 ai 相对于 aj 的重要程度。

将判断矩阵 A 中的元素 a ij 按列进行归一化处理，得到矩阵 A'。归一化后的值用 hij 表示。

h ij =
a ij

∑
i = 1

3

∑
j = 1

3

a ij

，i = 1，2，3，j = 1，2，3。 （7）
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  0.272 727    0.285 714    0.333 333

0.181 818   0.142 857   0.166 667

。 （8）

将矩阵 A'中的元素按行相加得到 hi，其中，h1 = 1.616 883，h2 = 0.891 775，h2 = 0.491 342。依据式（9）和

式（10）计算出矩阵的特征向量 H，其中，h0
i 表示每种属性的重要程度。

H =
é

ë

ê

ê
êê
ê

ê ù

û

ú
úú
ú
ú
úh0

1

h0
2

h0
3

， （9）

图 4　AHP指标体系递阶层次结构

Fig. 4　　Hierarchical structure of AHP indicator system
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h0
i =

hi

∑
i = 1

3

hi

，i = 1，2，3。 （10）

若最终计算结果能通过一致性检验，则 H 即代表准则层中各属性的权重。最终依据 AHP 层次分析法得

到的 3 种属性值的权重分别为：h0
1 = 0.538 961，h0

2 = 0.297 258，h0
3 = 0.163 781。

CRITIC 赋权基于评价指标的对比强度和指标之间的冲突性综合衡量指标的客观权重，完全利用数据自

身的客观属性进行科学评价。把每条货物数据或车辆数据看作评价样本，属性视为评价指标。假设有 n 个

评价样本，m 项指标，可以得到原始属性数据矩阵

X = x ij =
é

ë

ê

ê
êêê
ê ù

û

ú

ú
úú
ú

úx11 … x1m

⋮ ⋮
xn1 … xnm

， （11）

式中：x ij 为第 i个样本在 j方面的特征值，其中 i = 1，2，…，n；j = 1，2，…，m。

首先，对数据 x ij 进行正向化处理得到 x 'ij

x 'ij =
x ij − xmin

xmax − xmin

， （12）

其次，计算标准差。在 CRITIC 中使用标准差表示各指标取值的差异波动情况，标准差越大表示该指标

的数值差异越大，说明该指标代表的信息越多，该分配更多的权重。标准差的计算公式如下

ì

í

î

ï

ï
ïï
ï

ï

ï

ï
ïï
ï

ï

x̄ ij =
1
n∑i = 1

n

x ij，

Sj =
∑
i = 1

n

（x ij − x̄ ij）2

n − 1
，

（13）

式中：Sj 表示第 j个指标的标准差。

用相关系数表示指标冲突性 Rj，计算出信息量 Cj，二者的计算公式如下

Rj =∑
i = 1

n

( )1 − rij ， （14）

Cj = Sj∑
i = 1

n

(1 − rij) = Sj × Rj， （15）

式中：rij 表示评价指标 i和 j之间的相关系数；Cj 越大，第 j个评价指标在整个评价指标体系中的作用越大，应

该分配其更大的权重。

得到第 j个指标的客观权重 W CRI
j

W CRI
j =

Cj

∑
j = 1

m

Cj

。 （16）

通过 AHP 和 CRITIC 赋权方法得到权重结果后，通过式（17）将二者融合得到最终的权重 W j

W j =
h0

i W CRI
j

∑
j = 1

m

h0
i W CRI

j

， （17）

式中：h0
i 为 AHP 计算得到的权重；W CRI

j 为 CRITIC 分配的权重。二者融合得到权重同时兼顾了主观和客观的

角度，为后续计算视图相似度奠定坚实理论基础。

2.3　基于欧氏距离的视图相似度计算

利用欧氏距离计算待匹配的货物数据与车辆数据之间的相似度，从而判断最后的匹配结果。在计算相

似度之前，首先通过式（18）将数据归一化
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x 'ij =
x ij − xmin

xmax − xmin

， （18）

其次根据式（19）计算货物数据与每条车辆数据之间的欧氏距离

d ( x，y) = ∑
i = 1

n

∑
j = 1

m

( )x i − y i

2

， （19）

上述公式融入权重后，得到视图相似度的计算公式为

sim ( x，y) =
1

1 + W j∑
i = 1

n

∑
j = 1

m

( )x i − y i

2

， （20）

式中：x i 表示第 i 条货物数据，y i 表示第 j 条车辆数据 sim 越趋近 1，说明待匹配货物的长度、体积、质量值的大

小与车辆的长限、容限、质限值的大小越接近，单个车辆的装载率越高；sim 越趋近 0，说明二者属性值差异越

大，车辆空载率越大，越容易造成车辆空间浪费。

3　实例分析

研究爬取运满满货运平台网站 A 地到 B 地某一时间内的车辆信息和货物信息。通过 SPSS 筛选出离群

值和重复值，最终保留 990 条车辆数据、438 条货物数据。为方便研究，假设所有货物被要求整车运输，形状

可以通过装箱处置实现标准化。

第 1 步：构建车辆数据集和货物数据集。本次收集到的货物共有 21 种类型（即 N=21，用 0~20 表示），分别

代表砂石、螺纹钢、蔬菜、塑料颗粒、旧木板、化肥、玉米、型钢、家具、面粉、电器、化肥、煤炭、砂糖橘、木箱包装

的钢管、拖把、木托盘、香蕉、空桶、机械设备、袋装绿豆。本次收集到的车辆共有 8 种车型（即 CR=8，用 0~7 表

示），其详细情况如表 4 所示。

基于车型 CR 与货物 N 属性实现车辆与货物粗匹配，结果如表 5 所示。

表  4　车辆数据按 CR分类

Table 4　　Vehicle data classified by CR

车型

CR

类别

0

1

2

3

名称

高栏车

厢式车

面包车

爬梯车

类别

4

5

6

7

名称

平板车

集装箱

冷藏车

自卸车

表 5　CR与 N粗匹配

Table 5　　CR and N rough matching

车辆

类别

c₁

c₂

c₃

c₄

CR 值

0

1

2

3

货物

类别

g₁

g₂

g3

g₄

N（对应的编号集合）

1/4/5/6

4/5/6/9/10/11/13/15/18/20

无

3

车辆

类别

c₅

c₆

c₇

c₈

CR 值

4

5

6

7

货物

类别

g₅

g₆

g₇

g₈

N（对应的编号集合）

1/4/5/7/8/16

16/18

2/6/13/17

0/12/20
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第 2 步：车辆数据集空间压缩。以第 6 类对应的车辆 c7 和货物 g7 进行匹配实验，其中 c7 类车辆容限和质

限分别为 39 和 58，以此为阈值初步判断货物所需要的车辆数目（如表 6、7 所示）。

设置聚类数目 k=5，利用 K-Means聚类算法将 c7 聚为 5 类，结果见表 7。

随机选取 g71 中的货物数据 g0，其中 g0=（1.8，3，1），计算 g0 与各个聚类区域的距离，结果如表 8 所示。

可知 c75 与 g0 的距离最短，则 g0 只需要与 c75 中的 48 条车辆数据进行匹配计算，避免了对车辆数据空间的

全遍历。

第 3 步：视图相似度计算。首先，基于 g0 属性值剔除不满足条件的运输车辆，确保计算视图相似度之前，

c75 中剩余车辆的每个属性值都大于等于 g0 中对应的属性值；其次，融合 AHP 和 CRITIC 赋权方法，最终得到

W j=（0.450 464，0.322 82，0.226 716）；而后，将 g0 和 c75 数据标准化，根据式（20）计算 c75 中各车辆案例与 g0 之

间视图相似度，对其降序排列结果（部分）如表 9 所示

表 7　车辆数据聚类结果

Table 7　　Vehicle data clustering results

车辆类别

c7

再分类

c71

c72

c73

c74

c75

个案数

45

60

46

24

48

表 8　货物  g0 与各车辆各类别的距离

Table 8　　Cargo g0 distance from each vehicle category

c7i

c71

c72

c73

c74

c75

g0与 c7i的距离

8.986 2
8.320 3
5.593 1
8.082 7
3.326 3

表 9　视图相似度计算结果（部分）

Table 9　　View similarity calculation results (partial)

cars

sim

cars

sim

14

0.848 8

0

0.733 1

7

0.800 7

46

0.719 7

25

0.800 7

28

0.718 5

39

0.762 7

32

0.718 2

41

0.750 3

45

0.713 3

38

0.741 6

10

0.692 3

21

0.739 9

20

0.691 2

表 6　货物数据再分类

Table 6　　Reclassification of cargo data

货物类别

g7

再分类

g71

g72

个案数

86

17

所需要车辆

1 辆

2 辆及以上
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由上表可知，货物 g0 与 14 号车辆的视图相似度最高，则选择 14 号车辆运输 g0 货物，车辆的空间利用率最

高，匹配结果如表 10 所示。

为验证所提方法的有效性和进步性，将算法与基于欧氏距离相似度计算方法做比较。依据提出的车货

匹配流程，只改变相似度的计算方法，g0 货物在 c7 类车辆数据集中的某 10 条案例数据进行相似度计算，得到

比较结果如图 5 所示。

比较研究算法与基于欧氏距离相似度的计算结果，前者在 10 条案例数据中相似度的最大值明显高于后

者，匹配结果具有更大的区分度。这是由于提出的融合 AHP 和 CRITIC 视图改进方法融合主客观双视角确

定属性权重。比较提出算法与曼哈顿距离相似度的计算结果，由于曼哈顿距离仅注重数据之间的距离而忽

略数据之间的差异，使计算结果的波动性较大，提出算法考虑数据之间的关联性使结果平稳波动。

基于欧氏距离和提出算法得到最终车辆的匹配结果分别如表 11 和表 12 所示。对比可知，车辆 38 号、41

号，车辆 46 号、21 号、0 号的顺序有所改变，这是因为通过 CRITIC 客观赋权法对车辆 3 种属性的赋权结果为

（0.3617，0.3368，0.3015），说明在不受主观因素的干预下，车辆的长度属性相较于其余 2 种属性更重要。g0 货

物的长度在 38 号、41 号车辆之间更接近于车辆 41 号，在 46 号、21 号、0 号车辆之间更接近于 21 号。

表 10　最终匹配结果

Table 10　　Final matching result

货物

名称

蔬菜

长度/m

1.8

体积/m3

3.0

质量/t

1.0

车辆

车型

冷藏车

长限/m

2.7

容限/m3

10.0

质限/t

1.0

图 5　车货匹配结果对比

Fig. 5　　Comparison of vehicle and cargo matching results

表 11　基于欧氏距离的车辆匹配结果

Table 11　　Vehicle matching results based on euclidean distance

车辆序号

属性向量

车辆序号

属性向量

14

（2.7,10,1）

41

（5,15,1）

7

（5,11,1）

46

（7.7,14,1）

25

（5,11,1）

21

（1.8,16,4）

39

（5,14,1）

0

（3.8,16,4）

38

（8.2,10,1）

28

（3.8,15,6）
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研究以货物质量与车辆质限的比值（质量比）、货物体积与车辆容限的比值（体积比）表征车辆装载率。

选取类车辆数据集中 1~14 号车辆数据分别计算与货物的质量比、体积比，结果如图 6 所示。14 号车辆对应

的质量比及体积比最大，车辆装载率最优。这是由于算法只保留视图相似度最大的匹配结果，保证车辆空间

利用率达到最大。

为验证所提算法效率，依据所提车货匹配流程，分别对比 c7 类车辆数据集聚类前和聚类后与 g0 进行匹配

计算的次数，结果如表 13 所示。

聚类后属性权重的计算次数略有增加，但视图相似度的计算次数则大幅减少，匹配效率提升超过 76%。

确保匹配计算效率的提升。这是由于对车辆数据在聚类之后实现了对数据集的横向压缩，避免了货物与车

辆数据匹配时的全历遍。

4　结  语

研究基于 CBR 系统视图相似度理论与方法，研究整车运输中车货匹配问题。其中，通过 K-Means 聚类

实现空间压缩，并采用融合算法改进了视图相似度计算过程，将车货匹配效率提高 76.339%。同时，研究所

提方法能有效计算与货物所匹配的装载率达到最大的车辆，为货运工人提供装车参考意见，降低由主观经验

判断失误导致车辆空间浪费现象的发生，减少人工现场解决车辆装货问题的时间，节约货运时间成本。研究

表 12　基于 AHP和 CRITIC视图改进的车辆匹配结果

Table 12　　Vehicle matching results based on AHP and CRITIC view improvement

车辆序号

属性向量

车辆序号

属性向量

14

（2.7,10,1）

38

（8.2,10,1）

7

（5,11,1）

21

（1.8,16,4）

25

（5,11,1）

0

（3.8,16,4）

39

（5,14,1）

46

（7.7,14,1）

41

（5,15,1）

28

（3.8,15,6）

图 6　比值对比结果

Fig. 6　　Ratio comparison results

表 13　聚类前后计算次数对比

Table 13　　Comparison of calculation times before and after clustering

是否聚类

聚类

非聚类

属性权重计算次数

5

1

视图相似度计算次数

48

223

总次数

53

224

效率/%

76.339
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以运满满货运平台数据为例，验证了该方法的可行性，为改进货运平台车货匹配算法提供新思路。后续研究

将进一步考虑市场、价格等因素的影响，以便持续提升研究的实践契合性。
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