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Abstract: To improve the efficiency of organizing and retrieving safety hazard information and to support more
complex information processing tasks, effective technical methods for automatic text classification and type
analysis are required. Support Vector Machine (SVM) can automatically classify unstructured text. However, their
underlying principle focuses on identifying optimal classification boundaries within the training set and does not

facilitate the extraction of representative features for each text category. To address this limitation, a normalized
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entropy model is proposed to search for typical category features, thereby improving the traditional term
frequency-inverse document frequency (TF-IDF) based feature recognition method. Using 2 534 law enforcement
inspection records from a government emergency management bureau as a case study, SVM was used for
automatic text classification and achieved an accuracy of up to 97%. Meanwhile, the normalized entropy model
was used to extract representative features for each category, providing decision support for formulating targeted
rectification strategies in hazard investigation. Experimental results show that the combined use of SVM and the
normalized entropy model effectively addresses both text classification and category feature recognition tasks.

Keywords: text mining; data mining; hazard investigation; support vector machine; entropy
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Table 2 Labels and sample distributions of the safety hazard text
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Table 3 Accuracy of different classes

pyii} Precision Recall Fl1 FEAN L 2 Precision Recall Fl1 FEA KL
0 0.94 1.00 0.97 15 7 0.98 0.98 0.98 53
1 0.83 1.00 091 5 8 1.00 1.00 1.00 54
2 0.98 0.97 0.98 65 9 0.97 0.98 0.97 176
3 0.99 1.00 0.99 67 10 0.95 0.95 0.95 126
4 1.00 0.86 0.92 7 11 1.00 1.00 1.00 19
5 1.00 0.67 0.80 17 12 1.00 1.00 1.00 18
6 1.00 0.95 0.97 20 Accuracy - - 0.97 634
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Table 5 Performance comparison of shallow classifiers

SVM LinearSVC 0.97 NB MultinomialNB 0.88
NC NearestCentroid 0.87 DT DecisionTreeClassifier 0.95
KNC KNeighborsClassifier 0.93 RF RandomForestClassifier 0.96
GB GradientBoostingClassifier 0.96 LR LogisticRegression 0.95
Bagging BaggingClassifier 0.95 SNN MLPClassifier 0.96

7 :NC, nearest centroid; KNC, K-neighbors classifier; GB, gradient boosting; DT, decision tree; SNN, shal

low neural network .

5 & &

BB R A 4 R 1 R PO SR B R SO, O A 08 il 22 A i, 7 B ST RO IR 8l L LA A AR PR
B BA R TR R JE B RS B R ORI B SR BE 1 o A 3 0 R EOR AT DLSE B RUR SRBL (Y A 3
Geit oy, F &S5 28 RURFAE 20 Mt T LA Ak T 5847 Ml 22 4 e i A A e 0 0 S AR DR SR S8

1) ABUR B8 HE 22 SCAR S 4], 8 Python [ 8 20 JEAR PR ELIIE 1 R SVM Y 73 6 1 RE 2 B i, 1 1
JEIRE] T 0.97, B 2B A] LTS R SRR AR 2R 8 (ZRIE AT 40 ) .

2) 2K F A — P A A 7R Ay & R r 2% i ) 19 ASCER AR R, ik BORCEE AR R0 g 8 R 0] 20 A 2K R A 3 )
fiE, g i — 25 AR 2 R Il O B R AIE 4 AR 4l

3)2R F SVM FIIE — P Jisi 45 R 1) 2 5 52 R AT LA s 280k R SCAR 0 28 RIS B R iR UM B 2545 TR L 22 4
B F S 7 286 5 2 YRR ik 20 D 81, 36 20 45 AR 19 A 2k

S % 3k

(1] RSPAR, BRIIR, AR, 55 . e (22 2 7 1) i 22 2 0 R B ARAREE = AR iRakL[1]. %242, 2021, 42(11): 10-14, 9.
Song S X, Chen M L, Zhai H Y, et al. Safety evelopment concept in the work safety law of 2021 amendment version: talking
from article 3 of the work safety law[J]. Safety & Security, 2021, 42(11): 10-14, 9. (in Chinese)

[ 2 ] Wellman H M, Lehto M R, Sorock G S, et al. Computerized coding of injury narrative data from the National Health Interview
Survey[J]. Accident; Analysis and Prevention, 2004, 36(2): 165-171.

[ 3] BRI, RRAR, A8, 45 LT Bigram 1% & U SOR 72 KA SE (0] 2 2 B2 2441, 2017, 27(8): 156-161.

Chen X C, Tan Z L, Shan F, et al. Research on text categorization for hidden dangers based on Bigram[J]. China Safety Science
Journal, 2017, 27(8): 156-161. (in Chinese)

[ 4 ] Marucci-Wellman H R, Corns H L, Lehto M R. Classifying injury narratives of large administrative databases for surveillance:
a practical approach combining machine learning ensembles and human review[J]. Accident Analysis & Prevention, 2017, 98:
359-371.

[ 5] Nanda G, Vallmuur K, Lehto M. Intelligent human-machine approaches for assigning groups of injury codes to accident
narratives[J]. Safety Science, 2020, 125: 104585.

[ 6] EiT, BRI, STa . AWM 8GR B W SOR BB [I]. 24 5384k, 2022, 22(2): 826-835.

Wang J N, Hou H Y, Jia Q. Free text classification model for unbalanced air traffic management hazard reports[J]. Journal of
Safety and Environment, 2022, 22(2): 826-835. (in Chinese)

[ 7] B4kRE, BRPR, 30, A% 2 T SOt A 32 DU 37 20 B0 09 KR 7 26 0], e A S FRBEA I, 2019, 19(4): 1122-1127.

Ge J K, Chen D, Wang W H, et al. Fire classification based on improved naive Bayesian classification algorithm[J]. Journal of
Safety and Environment, 2019, 19(4): 1122-1127. (in Chinese)

[ 8 ] DU, W/, £ 8 Ak, 55 . T ) AR 35 8 SRR BAY Aol 2R 7 22 2 B0 3 e IO B B (0], 22 4 5 B B8 AR, 2022, 29

(3): 47-54.

Xie H Q, Qiu S H, Wang Y L, et al. Intelligent perception model of enterprise production safety climate oriented to unbalanced



%20 a4, F R T SVMAn)a — LI 69 18 & UK 5k 5 R A4 42 5 H7 115

[13]

[14]

[15]

[17]

[19]

[20]

[21]

[23]

text[J]. Safety and Environmental Engineering, 2022, 29(3): 47-54. (in Chinese)
Qiao J F, Wang C F, Guan S, et al. Construction-accident narrative classification using shallow and deep learning[J]. Journal of
Construction Engineering and Management, 2022, 148(9): 04022088.
Zermane A, Mohd Tohir M Z, Zermane H, et al. Predicting fatal fall from heights accidents using random forest classification
machine learning model[J]. Safety Science, 2023, 159: 106023.
AR, BRATIR, 2L, A5 T i HE Bert MR i 1l ST AU KRR 20 O L BT SE 0], B A IR, 2022, 22(3): 1421-1429.
Li H, Chen Y Y, Gao H, et al. Research on hidden danger classification method of construction accident based on improved
Bert model[J]. Journal of Safety and Environment, 2022, 22(3): 1421-1429. (in Chinese)
X2, SCrp, R BT BERT-BILSTM-CRF #5878 #1347 b 2 % SCAS Y BE 23 A (9] v [ 8 A 2 77 B2 50R, 2023, 19
(1):209-215.
Liu F, Wen Z, Wu Y. Intelligent analysis on text of power industry accident based on BERT-BILSTM-CRF model[J]. Journal of
Safety Science and Technology, 2023, 19(1): 209-215. (in Chinese)
BT, T, g, 4F L BT BLS MR B 4 xR SO 23 0P SE ()], R A B4R, 2022, 32(6): 103-108.
Shang L Y, Yin M, Xiao C, et al. Research on text classification of railway safety incidents based on BLS[J]. China Safety
Science Journal, 2022, 32(6): 103-108. (in Chinese)
kAR, A, T, 55 Bk Ry TF-IDF 53k 78 SCAR - I i 52 (0], 15 B BR 5 W 4522 4=, 2021, 40(7): 72-76, 83.
Zhang W, Shi Q, He X, et al. Research on improved TF-IDF algorithm in text classification[J]. Information Techology and
Network Security, 2021, 40(7): 72-76, 83. (in Chinese)
HUACOR, £ 5 R, VUM . 5 T SORIZ I 19 8 SR T JH8 RSB B 7 (0], PE 2 BHE R 242241, 2022, 42(5): 849-855.
Tian S C, Wang X C, Fan B B. Research on causes of collapse accidents in building construction based on text mining[J].
Journal of Xi’an University of Science and Technology, 2022, 42(5): 849-855. (in Chinese)
WRARTE, E AR . B SCA 2 0 R 52 2% 0 45 110 S D8 o ST AN D vk DA R T O R LA b S 0 (], o A A
B4R, 2022, 18(4): 224-230.
Chen Z Y, Wang T L. Evaluation method of accident causes importance based on text mining and complex network: a case
study of larger and above accidents in housing and municipal engineering[J]. Journal of Safety Science and Technology, 2022,
18(4): 224-230. (in Chinese)
IR, LATF AT SCAZ I A i MG I e A B 9 B BB R 26 BT (D). %2 4 5 BRI 2441, 2020, 20(4): 1284-1290.
Li J, Wang Y F. Causation network analysis of the construction falling or collapsing accidents based on the text mining[J].
Journal of Safety and Environment, 2020, 20(4): 1284-1290. (in Chinese)
X R, RO, 2R X 025 )2 8 R e 22 A5 e TR R M A e BO R LB (D], Bkl A 5 AR AR, 2020, 17(1):
266-272.
Liu T X, Chen H H, Li H J. Research on safety impact factors and safety accident causation mechanism of subway shield
construction in mix-ground[J]. Journal of Railway Science and Engineering, 2020, 17(1): 266-272. (in Chinese)
A, 58, bR BT g B 5 SR A LA K ST TR AR B 0], PR R A2 AR, 2021, 44(7): 108-114.
Ma C, Wang Y, Li L F. A water quality prediction model based on genetic algorithm and SVM[J]. Journal of Chongqing
University, 2021, 44(7): 108-114. (in Chinese)
BT, £ 2 & T BRI EOR R 2 247 BRI )]. %2 53R TR, 2020, 27(1): 158-165.
Zhao J P, Wang Y. Unsafe behavior recognition based on image recognition technology[J]. Safety and Environmental
Engineering, 2020, 27(1): 158-165. (in Chinese)
KA, FRLLM, FFOCNY, AL B T AR SR B SVM ER 43 2 H AR (1 T8 AL 2% A S R RN BB R 0], R 2, 2022,
37(4): 30-36, 56.
Zhang Y, Guo H M, Yin W G, et al. Application of SVM image classification technology based on feature extraction in seismic
damage identification of buildings by UAV remote sensing[J]. Journal of Catastrophology, 2022, 37(4): 30-36, 56. (in Chinese)
FEE, T . 5T 5 S0 0 2k v KR 30 vk MO AR [0]. B R K22 2441k, 2019, 42(5): 76-85.
LiY C, Wang X. Improved dolphin swarm algorithm based on information entropy and its truss optimization[J]. Journal of
Chongqing University, 2019, 42(5): 76-85. (in Chinese)
Qiao J F, Li Y. Resource leveling using normalized entropy and relative entropy[J]. Automation in Construction, 2018, 87:
263-272.

(%4 ExRT)



